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Fig. 1. Rows: examples of classification, clipped to region-of-interest. Columns: early (1) and late (2) FA frames from an unseen test sequence; false
color maps where pixel value reflects likelihood score predicted by classifiers: leakage (3), ischemia (4); overlay of final boundary predictions (5)

images. This method was deemed sufficient for this initial
study. In brief, the contextual features are constructed as
follows. For each pixel we record: the Euclidean distance
to the nearest non-vessel pixel of the vessel mask to reflect
proximity to a vessel (ischemia is absent of vessels, leakage
occurs from vessels); the presence of any microaneurysm
predicted by the aforementioned method within a spatial
window of approximately 4 optic disc diameters. These
vessel and microaneurysm features are obtained for each of
the five time bins in order capture the evolution of the feature
over an image session. For the ischemic model the additional
leakage feature is obtained by applying the described leakage
classifier and recording the likelihood score for each pixel.

C. Supervised Classification
For each candidate pixel the final feature vector is a

combination of the time and contextual features. We address
this problem as a binary classification task, where a pixel
(feature vector) is assigned to one of two classes. Using an
AdaBoost adaptive boosting scheme to combine a series of
weak classifiers into a powerful committee classifier [12],
training for the two classifiers proceeds as described in [16].
Effectively we employ AdaBoost to learn the most infor-
mative criteria with which to distinguish between the two
classes given the supplied features and ground-truth images
of the target pathology. To classify pixels in an unseen test
sequence the appropriate set of feature vectors is extracted
by applying the aforementioned methods. These features are

passed to the trained classifier, which queries each of the
weak learners and combines their outputs resulting in a class
prediction as positive or negative (Eq. 1 in [16]).

Classification results are recorded in a likelihood map
(Figure 1, column 3-4), where regions of positive predictions
are considered as a target detection. Morphological closing
is employed to minimize small areas considered to be unreli-
able. Boundary tracing is then applied to the accepted regions
and the final output is a list of region coordinates scaled to
match the size of the input image (Figure 1, column 5).

IV. EXPERIMENTAL RESULTS

For the purpose of this study we acquired 16 anonymous
FA sequences (13 with hemorrhages, 9 with ischemia, and
3 without any pathology). The sequences contain 15 to 60
frames captured up to six minutes from injection of the fluo-
rescein dye. Ground truth data for all sessions was obtained
by manually tracing lesion regions on registered frames. The
annotation procedure was performed under guidance from
a retinal specialist after observation of sequences in whole.
Care was taken to avoid including vessels or microaneurysms
in the ischemic regions. This dataset was used to train and
test the classifier as described in [16] using a leave-n-out
procedure so that testing was always performed on unseen
image sequences. This involved training on 13 randomly
selected sequences from the set and testing on the three held
out sequences. The procedure was repeated five times and
the classification results on the test sequences averaged.
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